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Background: Copernicus uptake - NRW 7?f:':l‘i)l-N'M\f' Gpemicugﬂ

55,' Nordrhein-Westfalen Rel
(Results of a Survey: GeolT Round Table NRW - Workshop 2017-06-23) GeolT Round Table elays

Today, the potential of Copernicus is not sufficiently exploited in practice.
What are the reasons?

o Lack of knowledge ..understandingthe data, processing methods, technologies, @ Vds

applications and benefits .., lack of Best Practice Information

e Complexity and Costs ..technical complexity and related costs: data volume,

. . . . WUPPERVERBAND
infrastructure costs, cloud-readiness, lack of ready-to-use information products v

#r Wassor, Mensch und Umwalt

o Market structures ..structure of the GeolT industry (from niche market services to

mainstream GeolT); Copernicusis a ‘can-do” not a ‘must do’; lack of coordination & t‘""s
cooperation
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Objectives

e Fully automated large-scale monitoring of

open surface water in near real-time
O actual extent of water bodies
0 NRW (test site), Germany, Europe

e Based on Copernicus satellite data and various in situ open data sources @ Vds

such as water gauges, weather radar, terrain data, land use data..

(CC BY-SA 3.0) euroluftbild .de/Grahn

. . . . . . WUPPERVERBAND
® Con5|der|ng requirements from insurance mdustry, disaster management, I

agriculture and water management IIIIIIS
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Challenges

e Which quality level can be achieved in a fully automated process

e How to scale up from aregional (NRW) to the national and european level

e How to cope with the volume, variety and velocity of the data in near real-time

O Integration of in situ sensor data sources
O Time-critical provision of data products
o Efficient processing

e How to make use of existing Copernicus data hubs

(e.g. CODE DE, DIAS nodes)
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Methodical Approaches

KX Product
2018-08-13708 1300

e Calculation of flood masks 3
o Based on Sentinel 1, DTM and land cover data

o Thresholding of S1 backscatter intensities, o
Support Vector Machines, RF classifiers

e Use of in-situ data %

o Spatio-temporal demarcation of high water events ;
based on the classification of precipitation and water level data
(RADOLAN, Pegel-Online, HYGON, WV)

o Completing the picture - providing information on the meteorological
and hydrological context (visual exploration)
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Fundamental Technical Concepts

e Cost-efficient, cloud-based processing
O  Scalableand elasticprocessing environment adapting to varying workloads

and omittingidle resources EVENT MESSAGE ,
. . . PRODUCER BROKER PROCESSING BESULTS
e Stream Processing Paradigm (Keep Data Moving) — Shn
o Stream-based integrationand reactive, OMNO L9 f 1

on-the-fly processing of data sources without | O A ":[(J e U}

F,

preceding storage (As Soon As Possible) | mimym
e Extensible and loosely coupled architectural style () L {c?::; o
o Theintegration of new data sources should be OA/ g P e

as easy as possiblein orderto allowto scale up
from a regional to the national and european level

e Standardized access to data products
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System Architecture

(Conceptual, Simplified) - Sentinel 182

® Message-driven, reactive system ) _
aF TP-Servers
Radelan

architecture based on intermediate | RK,RY,RW

Queues and Message Brokers

#REST-Services

(Publish&Subscribe pattern). | Pogeioniine |

e Stream processors consume input data |

HYGON

from one or more input queues.

e Connectors ingest data and write | oo
processing results into datastores.

«HTTP/ZIP-Filan|__|

-

DataSink
| Connectors

MESSAGING RASTER DATA ACCESS /
CLUSTER PROCESSING ¢ DISSEMINATION

ImageService
OGC WCS

NS ] ,
PROCESSING : eatureService
! E OGC WFS >
Stream D

|\, MapService
i OGC WMS
STORAGE LAYER 5

53 Buckets

{OTC)

ElasticSearch ArcGIS OGC CsW
Datastores
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Technology View

InSitu & Raster Processing

Data Source
Connncton(s)

e Stream Processing with Apache Kafka and Spark Streaming:

o Scalable opensource technologies allowing for real-time streaminganalytics

e RasterProcessing with GeoTrellis:

o Distributed processing of spatial and spatio-temporal raster data on Apache Spark

o e.g. used for the classification of Sentinel 1&2 Data and RADOLAN aggregations.

sl Geolrellis
o Development of streaming pipelines for InSitu and raster data

SEETKE

katka.

A distributed streaming platform

™
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Deployment @ Open Telekom Cloud

® Leveragesthe OTClaaSoffer poweredby
OpenStack.

e Static: Always accessible machinesthatrun the Esri
Enterprise Stack. These services are accessible from
the outside.

e Dynamic: Utilizes Container Managementbased on
Docker and Kubernetes, which provide automated
failover and autoscalingmechanisms

sponsored by DEEri ‘TR R :-[: .

Dynamic

Spo ‘ﬁ A python \@

% ‘-clll kst m'\-'\lohﬁwn

w1 Geolrellis
Z@k T . -
e —
jupyter

S @ esri

@ python  arcais Enterprise

Container Management and Scheduling

o &

kubernetes docker

.g Cloud Compute
@ ELASTIC CLOUD
SERVER

Cloud Infrastructure Services I'olclw =
(Storage, Networking, DNS, etc.) Cloud upens.tack

Geospatial Sensor Webs Conference, Minster, 3.-5. Sept 2018

north

con-terra

. @e
exploring horizons



Current Status & Next Steps

e VO (technical) prototype by end of 2018
O Production environmentonthe OTCis up and running
O Ingestion of Sentinel, RADOLAN and PegelOnline data
o Demarcationof HW events
O Processingchainfor flood masks based on S1 data

e Nextiterationsin 2019
O tuningthe methodicalandtechnical approaches
o Validation

o <7 9/18 o
11/2017 10/2019
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Thanks for your attention!

Contact

52°North - Prof. Dr. Albert Remke (a.remke@52north.org), Arnede Wall (a.dewall@52north.org)
= conterra- Dr. ThoreFechner (t.fechner@conterra.de)

= EFTAS- Dr. Bodo Bernsdorf (bodo.bernsdorf@eftas.com)
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